This paper tries to explore possible relations and differences between three kinds of contemporary theories about cognition and language: the approaches supporting the idea that there is a mental logic, the mental models theory, and the frameworks based upon probability logic. That exploration is made here by means of the analytic sentences and the revision of the way each of those types of theories can deal with them. The conclusions seem to show that the three kinds of theories address such sentences in a similar manner, which can mean that there can be more links between them than thought. Thus, it is argued, as a possibility, that the three theories can be accepted at the same time, and that it can be assumed that their differences refer just to the fact that they deal with different aspects of language and cognition. From other points of view, this has already been raised in the literature with regard to the three mentioned theories (especially, with regard to the approaches supporting a mental logic and the mental models theory). However, the point here is double: on the one hand, the link between these theories is now presented from another perspective (the one of the analytic sentences). On the other hand, the paper provides relations between the three frameworks at once from that very perspective and in a systematic way.
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What the analytic sentences are is well known by philosophers. From Kant, many thinkers have resorted to that concept, which keeps being present currently in most of the philosophical branches. However, it will be revised here from a perspective especially cognitive and linguistic, since the main goal of this paper is to use it in order to detect similarities and differences between three theories about the human mind that, in principle, appear to be incompatible.

As indicated below, some links between those theories have already been pointed out in the specialized literature. Nevertheless, analytic sentences will be taken into account here to better see to what extent the three theories, which can be currently considered to be the three most important frameworks about cognition, are really inconsistent.

In this way, the first section will explain in more detail what the analytic sentences are exactly. Then, the three next sections will be devoted, respectively, to the manner each of the three theories addresses the analytic sentences. Those theories, which are actually, as also...
As said, Kant (1998) used the expression ‘analytic sentences’ to refer to a certain particular kind of sentences. Such sentences were those that included its predicate into its subject, which means that just knowing the subject was possible to state the predicate.

There is no doubt that, if defined in that way, it seems that many other philosophers have referred to this notion both before and after Kant. Clearly, before him, for example, Sextus Empiricus, in *Pyrroniae Hypotyposes* 2.112, speaks about some thinkers that claim that a conditional is only true when its consequent can be derived from its antecedent (for a developed analysis, see e.g., O‘Toole & Jennings, 2004, pp. 476ff). Likewise, after him, works such as, for example, the ones of Braine and O’Brien (1998a) or Récanati (2000) seem to hold something similar (for a clearer account, see e.g., Douven, Elqayam, Singmann, & Wijnbergen-Huitink, 2018). Nonetheless, beyond the fact that both Sextus Empiricus and Récanati or Braine and O’Brien really talk about conditionals, and not about every type of a possible analytic sentence, it is obvious that the idea of analytic sentences most of times leads to think about Kant.

In any case, what is absolutely evident is that it is hard to discuss that, if the account given by Kant is assumed, an analytic sentence is a sentence difficult to deny and that most people should accept. Thus, it can be said that a sentence of that kind is, for example, this one:

\[ \text{I} \] Belgium is in Europe

Indeed, the concept of Belgium includes that of Europe. So, if ‘Belgium’ (the subject) is said, it is not necessary to say that it is in Europe, because general knowledge gives individuals the information that Belgium is in Europe. And something similar can be said regarding examples such as these ones:

\[ \text{I.b} \] Snow is white

\[ \text{I.c} \] A hexagon has six sides

\[ \text{I.d} \] A rabbit is a mammal

\[ \text{I.e} \] A fish needs water to live

However, \[I\], \[I.b\], \[I.c\], \[I.d\], and \[I.e\.] will not be the examples that will be used in this paper to review the frameworks of the theories that will be considered. Instead, a conditional version of \[I\] will be chosen for that aim, the reason being obvious: beyond the fact that the version, as it can be noted below, can be considered as representative enough, although, probably, a sentence such as \[I\] could be understood without difficulties under the approaches that will be revised, the conditional form makes that task easier, since such approaches are often proposed to explain reasoning in general and conditional reasoning in particular. So, the sentence will be as follows:

\[ \text{II} \] If I am in Belgium, then I am in Europe

Certainly, the way a conditional sentence such as \[II\] can be understood from the three types of theories indicated above is very easy to show. Exactly that is done in the next sections.
As mentioned, a first kind of theories can be the one corresponding to those claiming that a logic in the human mind really exists. The problem here is that, as also pointed out, there is not only one framework proposing that idea, but several ones. Some examples can be the proposal of the mental logic theory (e.g., Braine & O’Brien, 1998b), the theory raised by Rips (e.g., Rips, 1994), or the theses presented by Henlé (e.g., Henlé, 1962).

So, it is difficult to take all of the specificities that make theories such as those different into account at the same time. However, what is possible is to think about a general and idealized framework considering only what such theories have in common. In this way, a point to pay attention to is that those theories are essentially syntactic and based upon formal schemata. Of course, they do not always accept all of the rules that can be applied in classical logic, but some of the requirements of this last logic can be assumed in this section, and that simply because they correspond to the set of requirements of classical logic that is accepted by most of the approaches supporting a mental logic. Thus, it can be said, for example, that most of such approaches would deem [II] as a conditional sentence, whether they interpret the conditional in a material manner (i.e., as classical logic does) or not (the mental logic theory, for instance, explicitly rejects the material interpretation of the conditional; see e.g., Braine & O’Brien, 1998a).

Accordingly, it could be said that, under this perspective, the logical form that could be attributed to [II] would be as follows:

\[ \text{[III]} \quad p \rightarrow q \]

Where, evidently, ‘p’ would stand for the fact that I am in Belgium, ‘q’ would represent the fact that I am in Europe, and ‘\( \rightarrow \)’ would denote conditional relationship (again, whether or not that relationship is materially understood).

But these theories often admit that, if a formula such as [III] is true, it is not even absolutely necessary to assume the truth table that classical logic assigns to the conditional to clearly note, at once, that this formula is true too:

\[ \text{[IV]} \quad \neg(p \land \neg q) \]

Where, obviously, ‘\( \neg \)’ is negation and ‘\( \land \)’ expresses conjunction.

And this allows coming to a conclusion in this particular case, since this kind of theories usually proposes that reasoning is never made in a vacuum, and that pragmatics and general knowledge also play a role in the intellectual activity. In this way, it can be stated that the people with minimal cultural formation know, as indicated above, that Belgium is a country in Europe, that it is impossible to be in Belgium and not in Europe, and that hence [II], [III], and [IV] are undoubtedly true, as, given the previous equivalences, this formula, which is exactly the opposite one of [IV] and, therefore, inconsistent with [III], is not possible:

\[ \text{[V]} \quad p \land \neg q \]

There is, accordingly, a contradiction between [IV] and [V] which reveals that the original sentence, that is, [II], and even [I], is absolutely true, as well as that it cannot be said that the theories supporting a mental logic do not have enough resources to explain how the human mind understands analytic sentences.

The case of the mental models theory is different from the one of the theories addressed in the previous section in at least two senses. On the one hand, it does not actually refer to a group of theories, but just to the same theory, which has had several versions over time (this fact can be noted if the literature on it is chronologically revised, and the last version of...
this framework can be possibly that presented in papers such as Khemlani, Byrne, & Johnson-Laird's, 2018). On the other hand, the mental models theory is not syntactic, but basically semantic (see e.g., Oakhill & Garnham, 1996).

However, beyond these points, for the goals here, it can be stated that this theory proposes that individuals tend to represent what sentences transmit in an iconic way (e.g., Johnson-Laird, Khemlani, & Goodwin, 2015, p. 202). Thus, from any sentence, people generate symbolic models describing the feasible relationships that can exist between their clauses (see e.g., Johnson-Laird, 2012, pp. 134–145). And this, for the case of a conditional such as [II], which is the case mainly interesting in this paper, means that three symbolic models can be built from it:

\[
\text{[VI]} \quad \text{I am in Belgium} \land \text{I am in Europe} \\
\text{[VII]} \quad \text{Not-I am in Belgium} \land \text{I am in Europe} \\
\text{[VIII]} \quad \text{Not-I am in Belgium} \land \text{Not-I am in Europe}
\]

As said, [VI], [VII], and [VIII] are iconic models representing the world, or rather different possible situations in the world. In this way, in [VI], I am in Belgium and, accordingly, in Europe. In [VII], the world is not very different, the only change being that, although I keep being in Europe, I am not in Belgium. And, in [VIII], only one more circumstance is modified: not only I am not in Belgium, I am not in Europe either.

But one might think that a model is missing because one more combination would be possible. Clearly, that combination would be the following:

\[
\text{[IX]} \quad \text{I am in Belgium} \land \text{Not-I am in Europe}
\]

Nevertheless, what actually happens is that models such as [IX] can be the key to understand how the mental models theory deals with analytic sentences. A conditional such as [II] refers to models such as [VI], [VII], and [VIII], since [II] can be true in all of those three possible situations. I would only be false if [IX] were possible, as this last model represents a situation in which the conditional [II] is not true. Nonetheless, as in the theories supporting a mental logic, pragmatics and general knowledge are important here too, and, by virtue of pragmatics or general knowledge, people can know, following the mental models theory, that certain combinations between the clauses of a sentence are not possible, and that hence certain models cannot be constructed (see e.g., Johnson-Laird et al., 2015, p. 202). And this is exactly what occurs with [IX]. Individuals know for sure that it can be accepted in no way, and that, accordingly, [II] is absolutely true, since a situation in which somebody is in Belgium and not in Europe, that is, a situation in which it is false, is not even conceivable. So, there is no doubt that the mental models theory can also describe the mental processes that are often linked to the understanding of analytic sentences.

Lastly, a final set of theories can be the one of the frameworks more or less directly based on probability logic. There are also a number of approaches that can be included in this set, and to name all of them can be an excessively long work beyond the goals of this paper. For that reason, perhaps it can be enough to indicate that this perspective seems to come from works such as the one of Wason (1966), who proposed a ‘defective’ truth table in which the cases in which the antecedent of the conditional was false were not considered, the one of Ramsey (1931), who spoke about a test in which hypothetical situations in which the antecedent was true were thought and the possibility of the consequent being true in those very situations was revised, or the one of Adams (1975), who clearly linked the interpretation of the conditional to formulae based upon probability rules (for a more developed description of these points and
this general framework, see, e.g., papers such as that of Evans, Handley, & Over, 2003, pp. 321–335; or that of Over, Hadjichristidis, Evans, Handley, & Sloman, 2007, pp. 62–97).

That said, this section, for the sake of simplicity and clarity, will be mainly devoted to just one of the frameworks that can be deemed as part of this group of theories, assuming that the account that will be offered will not be hard to adapt to get similar explanations under the other frameworks that could also be considered as belonging to this kind of approaches. Thus, the framework chosen will be the so-called ‘delta-probability’ framework, a framework explained in detail in works such as, for example, the one of Over et al. (2007, pp. 62–97), who refer to books such as that of Bennet (2003).

The basic idea of the delta-probability approach (subsequently, δ-p) is that people tend to interpret that the probability of a conditional matches a formula with a subtraction. The first element in that subtraction is the percentage corresponding to the probability that the consequent happens given the antecedent, and the second element, which is the one that should be subtracted from the first one, is the percentage corresponding to the probability that the consequent occurs without the antecedent. Thus, for [II], the formula should be akin to this one:

\[
X \quad \delta-p[II] = P(I \text{ am in Europe } | I \text{ am in Belgium}) - P(I \text{ am in Europe } | I \text{ am not in Belgium})
\]

Where, of course, ‘δ-p[a]’ refers to the delta-probability of a and ‘P(a|b)’ stands for the probability of a given b.

From [X], one might assume that \(P(I \text{ am in Europe } | I \text{ am in Belgium})\), that is, the first element in the subtraction, is equal to 1, that is, to the maximum possible probability. Likewise, one might also assume that \(P(I \text{ am in Europe } | I \text{ am not in Belgium})\) should be necessarily lower, since the possibility exists to be in many places around the world that are not in Europe. So, a priori, it can be thought that the result of [X] has to be positive, which, under δ-p, means that the probability that I am in Europe given that I am in Belgium is higher (in fact, as said, it is the highest possible probability) than the probability that I am just in Europe, and reveals that there is really a connection between being in Belgium and being in Europe (analyses regarding this idea of the connection between the two clauses can be found in other works too, and one of them is clearly Krzyzanowska, Collins, & Hahn, 2017, pp. 199–205).

Accordingly, how the human mind works when faced to analytic sentences can be described from this perspective as well. Actually, that can be seen in an obvious way simply, and hence without needing further explanation, from the very fact that δ-p can provide equivalences such as this one:

\[
XI \quad P(I \text{ am in Europe } | I \text{ am in Belgium}) = 1
\]

Indeed, it is evident that, if an equivalence such as [XI] is correct, a sentence such as [II] can never be false. So, the possibilities of δ-p with regard to the issue addressed in this paper are absolutely clear. Furthermore, although there is no doubt that, as stated, δ-p is only one of the possible frameworks that can be included in the general perspective related to probability logic, it is true too, as also claimed, that the explanation presented could be adapted to any other framework belonging to the aforementioned perspective without many difficulties.

But maybe there are more relationships between these types of theories than thought. Perhaps, as, for instance, López-Astorga (2015, pp. 141–149) states about the links that can exist between the approaches supporting the idea that there is a mental logic and the mental models theory, these three perspectives really address the same phenomenon but from different points of view. Thus, it can be thought that they focus on different aspects of the intellectual activity and language that are really always joined, and that they only consider that aspect and build all its discourse based upon it.
In fact, the link between the theories supporting a mental logic and the mental models theory is very easy to see. As indicated, López-Astorga (2015, pp. 141–149) points out relations in this way. His general idea is that the iconic models of the mental models are clearly consistent with the truth tables of classical logic, which is something that, at least in a sense, the mental logic theory already seems to suggest (see, e.g., Braine & O’Brien, 1998b). If this point is assumed, it is obvious that well-formed logical formulae can be constructed from the models. For example, it can be thought that [VI], [VII], and [VIII] match the cases in which the conditional is valid in its classical truth table, and thus that this fact allows attributing a syntactic form such as [III] to those semantic models. This, given that, as mentioned, both the theories supporting a mental logic and the mental models theory admit the role played by pragmatics and general knowledge, would enable to link the aspects that are still separated: syntax (the aspect highlighted by the theories supporting the idea of a mental logic) and semantics (the aspect highlighted by the mental models theory).

However, another way to relate the theories supporting a mental logic to the mental models theory, and, therefore, syntax to semantics, proposed, for example, in López-Astorga (2018, pp. 120–136), is to resort to modal logic and system K. In this case, the idea is to consider models such as [VI], [VII], and [VIII]—or even [IX]—to be sets of possible worlds (in the sense that they have in system K, and not in the one given in papers such as, for example, those of Stalnaker, 1968, 1975). Because the mental models theory deems its iconic models as possibilities, López-Astorga (2018) thinks that to do so is justified, and the result is that the models of the mental models theory also lead to well-formed logical formulae representing situations of possibility and necessity. In this way, his developments reach such a point that they allow presenting usual experimental results in reasoning tasks as conclusions of deductions from logical formulae following the rules and requirements of system K, and all of this in a manner absolutely compatible with the essential assumptions of the mental models theory.

As far as the frameworks based upon probability logic are concerned, it can be said that, certainly, there are also some proposals, such as, for example, that of Douven et al. (2018, p. 52–53), trying to relate such frameworks to certain philosophical theories and even to essential theses of the mental logic theory, which, as indicated, is one of the approaches supporting the idea of a mental logic.

There is no doubt that this could be an interesting research direction. However, the literature, as it can be checked in many of the works cited here, reports constant discussions about what the mental models theory and the approaches based on probability share and what differentiate them, and perhaps such discussions could help as well.

Nevertheless, a very clear point that can be seen in δ-p is that, if it is possible to assume that P(I am in Europe | I am in Belgium) has to be equal to 1, that means that it is not possible to think about the opposite situation, that is, about the situation corresponding to model [IX]. This is clearly a link to the mental models theory, since it relates the result of a probabilistic calculation to the possibility of affirming (or, in the case of [IX], denying) an iconic model. But, if δ-p, by virtue of a calculation such as P(I am in Europe | I am in Belgium) and a model such as [IX], can be linked to the mental models theory, then it can also be related to the theories supporting a mental logic, since models, as indicated above, can be in turn related to rows in truth tables and to possible worlds in a system such as K. In other words, the highest probability (1) in some probabilistic calculations causes certain iconic models to be rejected. However, given that it is possible to build logical formulae from iconic models in different
Conclusion

ways, probability can be clearly linked to logical forms too (for example, leading to negate those corresponding to models that should be removed).

From all this, and paying attention to the current panorama in cognitive science and the recent proposals about language and reasoning, one might think that there are two possibilities. The first one is to try to discover different elements in the theories that confirm one of them and refute the other ones. This basically consists of looking for distinct predictions in order to check which of the theories has a greater empirical support. Perhaps this is exactly what is usually done in the literature. Nevertheless, as it can be seen in most of the works cited above, the success in this task is often relative.

The other possibility is to attempt to find links between the theories. The aim would be in this case to review whether they can be joined or they are incompatible and really present different descriptions of the intellectual activity. As said, and that is one of the main points of this paper, there are pieces of evidence suggesting that each theory only focus on one particular aspect of that activity, that particular aspect being absolutely compatible with the other particular aspects considered by the other theories. Therefore, it can make sense to continue in this direction.

This last possibility is, in fact, the one followed in papers such as those of López-Astorga (2015, 2018) and the one that has been considered here too. And, taking everything that has been shown into account, it seems that it can be interesting to go on with it. Certainly, decades of theoretical discussions and carrying out experiments to try to find support for a theory and data refuting the other ones do not appear to have obtained relevant results. So, perhaps the best line is precisely the one proposed by López-Astorga, even if, in the course of the research and the analysis, it is necessary to qualify certain points, to soften certain requirements, or to reformulate certain aspects of the theories. It is worth at least trying this task, since, if achieved, the success will be clearly advantageous in several areas of knowledge. Furthermore, and that is a conclusion of this paper that should be highlighted once again, it has been shown above that, at least as far as the analytic sentences are concerned, the three kinds of theories seem not to be incompatible, which enables to think about the possibility to accept the three ones at the same time.
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